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Abstract

Local and global asymptotic $L_2$ error estimates are derived for piecewise linear continuous approximations to smooth one-dimensional curves in $\mathbb{R}^n$ ($n \geq 1$). Based on the estimates and an equidistribution strategy, an algorithm to construct a highly accurate piecewise linear approximation to a one-dimensional curve is devised with a special feature of achieving a desired $L_2$ error. By its generality, the algorithm is applicable to virtually any problems which can be interpreted as numerically approximating a one-dimensional curve. Detailed algorithms are presented and numerical results are shown in four different application areas: piecewise linear approximations to functions in one dimension or curves in higher dimensions; numerical integration; initial and boundary value problems for ordinary differential equations with a particular focus on stiff problems.

1 Introduction

In many branches of numerical analysis, piecewise linear continuous functions are often employed to approximate one-dimensional curves, whether or not one intends to do so, such as discretization of boundaries for computational grids in two dimensions, interpolation of a function in one dimension, numerical solutions of ordinary differential equations, and so on. In a terminology of modern mathematics, these problems may be categorized as a problem of numerically approximating one-dimensional curves (curves), typically by piecewise linear elements. In any problems of this kind, it is well known that adjusting the node distribution is a very effective way to improve the approximation. A popular strategy is to place nodes so as to equally distribute the arc length of the curve. In White[1], such an approach is studied in detail to improve the numerical solutions of two-point boundary value problems. Another area of the same kind is $L_2$ fits to functions with adjustable nodes. In this area, since the function is known, algorithms have been developed based on a direct minimization of the $L_2$ error such as the one in Baines[2]. Numerical integration is yet another area in which the trapezoidal rule can be considered as approximating a function by a piecewise linear continuous function. On the other hand, particularly in the area of numerical initial value problems for ordinary differential equations, a different approach is usually taken that focuses on the error at grid points. Adaptive step-size control techniques have been developed based on an error estimate given by the difference of numerical solutions obtained by two schemes with two consecutive orders of accuracy such as embedded Runge-Kutta methods[6, 8, 9].

Here, we approach these problems from a unified viewpoint that all these problems can be thought of as a numerical approximation to one-dimensional curves by piecewise linear continuous elements. Choosing the $L_2$ error as a measure of the error of the approximation, we consider the problem of constructing geometry (or solution)-adaptive node distribution in the parameter space of the curve to reduce the error. A key idea to the determination of the node distribution derives from the fact that the $L_2$ error does not vanish even with the exact nodal values. This simple fact implies that there exist error components that
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are essentially independent of the nodal approximation. Hence no numerical schemes, which play a role of computing the nodal values, can control these errors, thus further implying that they can be controlled only by changing the node distribution in the parameter space. In other words, the development of algorithms for adaptive node distribution should be guided by these error components. As a consequence, such algorithms, unlike those which compute the nodal values, should be equally applicable to all the areas of application whose objective is to construct an accurate piecewise linear continuous approximation of a one-dimensional curve.

The error components that are incurable by numerical schemes can be derived by directly computing the $L_2$ error for a smooth curve as shown in Section 2. It is shown that the leading term of these error components estimates the $L_2$ error with second-order accuracy provided the nodal approximation is more than third order accurate. Therefore it plays an important role not only in guiding the node distribution but also in estimating the error. Exploiting this fact, an algorithm that constructs a piecewise linear continuous approximation for is devised in Section 3 based on an equidistribution strategy, that ensures a specified global $L_2$ error or equivalently a specified local average error. The algorithm generates nodes successively, advancing from one end of the curve to the other rather than adjusting an existing nodes, which makes the computation very quick. A difficulty arises by a singular behaviour of the generating equation which is solved iteratively: a curvature term in the denominator causes a trouble when it is very small. A modification of the equation is proposed that damps a large number created by extremely small curvature.

Applications of the algorithm are described in Section 4. The first example is the approximation of a curve in $\mathbb{R}^n$. Results demonstrate that the method be capable of highly accurate approximations to known functions in one dimension that ensures a specified $L_2$ error. The second is numerical integration in which case the upper bound of the integration error can be specified. The third is initial-value problems for ordinary differential equations in which the algorithm is combined with a fourth-order numerical scheme that computes nodal solutions. Finally, the method is applied to boundary-value problems for ordinary differential equations via the shooting technique, which requires a slight modification of the algorithm for initial-value problems.

2 Error estimates

In this section, we derive an $L_2$ error estimate for a piecewise linear continuous approximation to a smooth one-dimensional curve. For this purpose, we begin by studying the simple case that the curve is merely a function in one dimension. The error will be calculated directly assuming that the curve we wish to approximate is smooth. From this result, the leading terms of the error components independent of nodal errors will be identified. The analysis will then be extended to one-dimensional curves in higher dimensions to derive a local and global $L_2$ error estimates. Some numerical results are shown that verify the accuracy of the error estimates.

2.1 Local error analysis

Suppose we have a piecewise linear continuous approximation of unknown accuracy, $u(t)$, to a function $x(t)$ in the interval $I = [0, 1]$ which is subdivided into a set of elements $\{E\}$ (See Figure 1). Within each element $E = [t_l, t_r] \in \{E\}$, we have

$$u_E(t) = \frac{\Delta u_E}{\Delta t_E} t + \frac{u_r t_r - u_l t_l}{\Delta t_E}$$

where $\Delta u_E = u_r - u_l$, $\Delta t_E = t_r - t_l$, and $u_l$ and $u_r$ are some approximations to $x(t_l)$ and $x(t_r)$ respectively. Assume that $x(t)$ is smooth within the element $E$ and therefore expressible as a Taylor series around the midpoint of $E$,

$$x(t) = x_m + \sum_{n=1}^{\infty} \frac{x_m^{(n)}}{n!} (t - t_m)^n$$
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where \( x_m = x(t_m) = (t_{i+1} + t_i)/2 \), and \( x_m^{(n)} \) is the \( n \)th derivative of \( x(t) \) evaluated at \( t_m \). Assuming \( \Delta t_E \) is small, we are going to compute the square of the local \( L_2 \) error,

\[
\|x - u_E\|_{L_2(E)}^2 = \int_E (x(t) - u_E(t))^2 \, dt
\]

(3)

using (1) and (2) up to some significant order. Hence we begin with

\[
\|x - u_E\|_{L_2(E)}^2 = \int_E \left( x_m - u_E(t) + \sum_{n=1}^{\infty} \frac{x_m^{(n)}}{n!} (t - t_m)^n \right)^2 \, dt.
\]

(4)

Using the following relation, which is derived by approximating \( x_m \) by \( \frac{x(t_i) + x(t_{i+1})}{2} \),

\[
x_m - u_E(t) = \frac{\Delta u_E}{\Delta t_E} (t - t_m) - \sum_{n=2,4,6} \frac{x_m^{(n)}}{2^n \cdot n!} \Delta t_E^n + O(\Delta t_E^8)
\]

(5)

where \( \frac{\Delta u_E}{\Delta t_E} = \frac{1}{2}(e_l + e_r) = \frac{1}{2} \{(x(t_i) - u_l) + (x(t_{i+1}) - u_r)\} \), and neglecting high order terms, we obtain

\[
\|x - u_E\|_{L_2(E)}^2 = \int_E \left( \frac{\Delta u_E}{\Delta t_E} (t - t_m) - \sum_{n=2,4,6} \frac{x_m^{(n)}}{2^n \cdot n!} \Delta t_E^n + \sum_{n=2}^{6} \frac{x_m^{(n)}}{n!} (t - t_m)^n \right)^2 \, dt + O(\Delta t_E^9)
\]

(6)

where \( \Psi_E = \frac{\Delta u_E}{\Delta t_E} - x_m^{(1)} \). Note that the integral of \( (t - t_m)^n \) vanishes when \( n \) is odd, and results in \( \frac{\Delta t_E^{(n+1)}}{2(n+1)} \) when \( n \) is even. Consequently, the resulting expression will contain only odd order terms. The result is

\[
\|x - u_E\|_{L_2(E)}^2 = \frac{\Delta t_E^2}{12} \left[ \frac{\Delta u_E^2}{\Delta t_E^2} - \frac{1}{12} \left( 2 \frac{\Delta u_E^2}{\Delta t_E^2} \right) \Delta t_E^3 \right] - \frac{1}{240} \left[ \frac{\Delta u_E^4}{\Delta t_E^4} + \left( \frac{\Delta u_E^2}{\Delta t_E^2} \right)^2 \Delta t_E^5 \right]
\]

\[
- \frac{1}{26880} \left[ \frac{\Delta u_E^6}{\Delta t_E^6} + \left( \frac{\Delta u_E^2}{\Delta t_E^2} \right)^3 \Delta t_E^7 \right] + O(\Delta t_E^9).
\]

(7)

Although looks a little complicated, this contains valuable pieces of information about the error.

### 2.2 Leading terms

The simplest case to begin with would be a piecewise linear continuous approximation of a function \( x(t) \) with the exact nodal values. In this case (7) simplifies to

\[
\|x - u_E\|_{L_2(E)}^2 = \frac{\left( x_m^{(2)} \right)^2}{120} \Delta t_E^5 + \frac{\left( x_m^{(3)} \right)^2}{30240} \Delta t_E^7 + \frac{x_m^{(2)} x_m^{(4)}}{4032} \Delta t_E^7 + O(\Delta t_E^9)
\]

(8)

where we have used the fact that

\[
\Psi_E = \frac{1}{2} x_m^{(3)} \Delta t_E^2 + O(\Delta t_E^4)
\]

(9)

when the nodal values are exact. This shows that the second derivative of \( x(t) \) is the main contribution to the error, which clearly agrees to our intuition. We notice also that the leading term estimates the
error with second-order accuracy. It is, of course, exact for quadratic functions. It is then tempting to define it as a second-order error estimator neglecting the rest of the terms. If this is to be done, we can replace \( x^{(2)}_m \) by a second-order difference approximation, without altering the accuracy of the estimate. Therefore we can write

\[
\|x - u_E\|^2_{L^2(E)} = \frac{\Delta f^2_E \Delta t_E^3}{120} + O(\Delta t_E^7)
\]  

(10)

where \( f \) denotes the first derivative of \( x(t) \). Now, we remark that the leading term fails to estimate the error accurately in the neighborhood of an inflection point where \( x^{(2)}_m \) would be extremely small no matter what difference approximation is employed. Clearly, in this case, the error must be estimated by a quantity which carries the information of \( x^{(3)} \). Since the error terms of second-order difference approximations to \( x^{(2)}_m \) generally do not contain \( x^{(3)} \), it follows that the largest term of such is only the second term in (8). However this means also that the error will be \( O(\Delta t_E^7) \) smaller than that in the other region. Besides, since inflection points will exist usually at a finite number of discrete points, the failure might be tolerable if we are interested only in relatively large errors. But if that is not the case, we must retain the second term. Then, it may be convenient to replace \( x^{(3)}_m \) by \( \Psi_E \) by using (9). We thus obtain

\[
\|x - u_E\|^2_{L^2(E)} = \frac{\Delta f^2_E + 16}{7} \Delta t_E^3 + O(\Delta t_E^7) .
\]  

(11)

Note that we have included only a part of the next largest term which is relevant to \( x^{(3)}_m \). Therefore the accuracy is improved near inflection points only, and so the overall accuracy of the estimate remains second order.

Next we consider the solution of ordinary differential equations where the nodal values are computed by a numerical scheme. In this case, we can deduce from (7) that

\[
\|x - u_E\|^2_{L^2(E)} = \frac{\Delta f^2_E \Delta t_E^3}{120} + O(\Delta t_E^6)
\]  

(12)

provided the nodal approximation is of \( O(\Delta t_E^3) \), and that we recover (10) with the nodal approximations higher than third order. Therefore we must use, at lowest, third-order methods to compute the nodal values in order for the leading term to estimate the error. This is possible in most cases, for example using the fourth-order Runge-Kutta method for initial-value problems or boundary-value problems via shooting technique. Then the leading term can be used to estimate \( \|x - u_E\|^2_{L^2(E)} \) with second-order accuracy, and (11) can also be used to improve it near inflection points. Yet, even if the leading term...
is disqualified for the error estimator, it will still be a useful quantity. Suppose that a perfect scheme were devised which finds the exact nodal solution on a grid with a finite number of elements. Then, it is seen from (8) that even with such a scheme, the error, expressed by \( \|x - u_E\|^2_{L_2(E)} \), cannot be driven to zero, and that it will be dominated by the leading term or the one in (12). Hence the leading term dominates the error components that are incurable by numerical schemes. And we see that it is possible to control this error component only through the adjustment of the grid. In other words, minimization of this quantity can be considered as a theme of the selection or the adjustment of the grid.

2.3 Error estimates

We now consider \( L_2 \) error of piecewise linear approximations to one-dimensional curves in \( \mathbb{R}^n \). The extension of the previous analysis to one-dimensional curves in higher dimensions is in fact straightforward. Suppose we have a piecewise linear continuous approximation in \( \mathbb{R}^n \) (See Figure 2)

\[
\mathbf{u} = (u_1, \cdots, u_n) = (u_1(t), \cdots, u_n(t))
\]

where \( t \in I = [0, 1] \) which is again divided into a set of elements \( \{E\} \), to a smooth one-dimensional curve parametrized by

\[
\mathbf{x} = (x_1, \cdots, x_n) = (x_1(t), \cdots, x_n(t)).
\]

Here \( n \) denotes the dimension of the ambient space, and thus \( n = 1 \) corresponds to functions in one dimension. Within each element, we have a local linear function \( u_{iE} \) similar to (1) for each coordinate. In \( n \) dimensions, it would be natural to define the local \( L_2 \) error by

\[
\|\mathbf{x} - \mathbf{u}\|^2_{L_2(E)} = \int_E \sum_{i=1}^n (x_i(t) - u_{iE}(t))^2 \, dt.
\]

Geometrically, the quantity thus defined is the measure of the square of the area of the surface formed by joining the two curves by line segments at points with the same \( t \). Then the previous analysis applies to each \( i \), and introducing the notation \( f_i = \frac{dx_i}{dt} \), we have the result

\[
\|\mathbf{x} - \mathbf{u}\|^2_{L_2(E)} = \frac{\left\{ \sum_{i=1}^n \Delta f_{iE}^2 \right\} \Delta t_E^3}{120} + \mathcal{O}(\Delta t_E^7)
\]

for a smooth one-dimensional curves with the exact or fourth-order accurate nodal values. Note that the leading term approximates

\[
\frac{\left( \frac{d^2x}{dt^2} \right)^2 \Delta t_E^5}{120}.
\]

Hence it contains the magnitude of the acceleration vector,

\[
\left( \frac{d^2s}{dt^2} \right)^2 = \left( \frac{ds}{dt} \right)^2 \frac{d^2x}{dt^2} + \frac{d^2s}{dt^2} \frac{dx}{ds}
\]

where \( s \) denotes the arc length. This means that the leading term contains the information not only about the curvature \( \frac{d^2s}{dt^2} \) but also about the acceleration along the curve \( \frac{d^2x}{dt^2} \). In particular, if the curve is parametrized by its arc length, it becomes precisely the measure of the magnitude of the curvature.

Now, taking the square root of (16) and expanding, we obtain the following local \( L_2 \) error estimate

\[
\|\mathbf{x} - \mathbf{u}\|_{L_2(E)} = \mathcal{E}_{2(E)} \left[ 1 + \mathcal{O}(\Delta t_E^2) \right]
\]

where

\[
\mathcal{E}_{2(E)} = \frac{C_E \sqrt{\Delta t_E}}{\sqrt{120}}, \quad C_E = \Delta t_E \sqrt{\sum_{i=1}^n \Delta f_{iE}^2}.
\]
Note that $C_E$ is related to the local average error,
\[
\sqrt{\frac{1}{\Delta t_E} \int_E \sum_{i=1}^{n} (x_i(t) - u_i(t))^2 \, dt} = \frac{C_E}{\sqrt{120}} [1 + \mathcal{O}(\Delta t_E^2)]. \tag{21}
\]

In a similar manner, we can estimate the global $L_2$ error defined by
\[
\|x - u\|_{L_2(I)} = \sqrt{\int_I \sum_{i=1}^{n} (x_i(t) - u_i(t))^2 \, dt}. \tag{22}
\]

Clearly we have
\[
\|x - u\|_{L_2(I)}^2 = \sum_{E} \|x - u\|_{L_2}^2. \tag{23}
\]

Then, inserting (16), taking the square root and expanding, we obtain
\[
\|x - u\|_{L_2(I)} = \mathcal{E}_{2(I)} [1 + \mathcal{O}(\Delta t_E^2)] \tag{24}
\]
where
\[
\mathcal{E}_{2(I)} = \sqrt{\sum_{E} \mathcal{E}_{2(E)}^2} = \sqrt{\sum_{E} C_E^2 \Delta t_E} \frac{1}{120} \tag{25}
\]

The accuracy of $\mathcal{E}_{2(E)}$ and $\mathcal{E}_{2(I)}$ as error estimators, as mentioned earlier, will be second-order with the nodal approximation better than third-order, and first-order with third-order nodal approximations, except in the neighborhood of inflection points. To improve it near inflection points as discussed earlier, it can be shown, extending (11), that we need to modify $C_E$ as follows.
\[
C_E = \Delta t_E \sqrt{\sum_{i=1}^{n} \left\{ \Delta f_i \frac{e}{2} + \frac{16}{7} \Psi_{iE} \right\}} \tag{26}
\]
where $\Psi_{iE} = \frac{\Delta u_{iE}}{\Delta t_E} - x_{i(1)}$. Although the error estimators thus defined require the knowledge of the first derivatives at nodes, they do not have to be exact. The estimates will be second order accurate as long as the nodal values approximating the first derivatives $f_i$ are second order accurate at least. If the parametrization $x(t)$ is available, we may apply a finite-difference approximation to compute $f(t)$ using a suitable choice of a small interval or apply the second order central difference formula directly to the second derivatives. In the case of initial-value problems for ordinary differential equations, $f$ is always available as the right hand side of the equations. We emphasize again that it is also important to remember that the quantity $\mathcal{E}_{2(E)}$ (or $C_E$) will have a role as a guide to a good node distribution even if it is disqualified for an error estimator.

### 2.4 Numerical tests for accuracy

This section gives the results that verify the accuracy of the error estimate. First we consider the case where the nodal values are exact, i.e. linear interpolation of a function. Then we consider the solution of an initial-value problem for ordinary differential equations. In the latter, we discuss how numerical schemes affect the accuracy of the error estimator.

We consider approximating the following function
\[
x(t) = e^{-3t} \sin(4\pi t) \tag{27}
\]
by a piecewise linear function on a uniform grid with $N_E$ elements. The function and the approximation with $N_E = 5$ are shown in Figure 3. The computed errors are given in Table 1, where the actual $L_2$
errors were computed by using, within each element, the five-point Gaussian quadrature formula which is exact for 9th order polynomials and therefore is sufficiently accurate for our comparison purpose. Note that all the computations in this paper were performed with double precision, but the results have been truncated for brevity. The table shows a very good agreement between the actual $L_2$ error and $E_{2(\text{local})}$ for which we used $C_E$ defined by (20) and $f(t)$ is computed by using the central difference formula with a step size 1.0E-05 which was found to give the identical result as that obtained by using the exact derivative of (27). In the last column of the table, the relative errors, defined by $|1 - \frac{\|x - u\|_{L_2(t)}}{\|x - u\|_{I_L}}|$, are shown. Starting with 1.15% error for $N_E = 5$, the relative error goes down as the grid is refined. The rate of convergence is found to be 1.98 which verifies the result in the last section. As mentioned earlier, the local $L_2$ error cannot be predicted accurately near inflection points. To see this, we computed the relative error locally for each element with $N_E = 160$. The plots are shown in Figure 4. Note that the ordinates of the lower three plots are logarithmically scaled. On the top, the first derivative $f(t)$ is plotted so that the inflection points can be easily located, and the upper-middle one is the plot of the elementwise relative error $|1 - \frac{\|x - u\|_{L_2(t)}}{\|x - u\|_{I_L}}|$ plotted in the middle of each element. It is seen that the relative error is significantly larger near inflection points than in the other region. However, as seen in the plot in the lower-middle, the actual local $L_2$ errors $\|x - u\|_{L_2(E)}$ are significantly smaller near inflection points than in the other region. The relative error obtained with the modification (26) is in the plot on the bottom. It is seen that the errors have been reduced nearly by an order of magnitude at inflection points.

Next we consider numerical solutions of the following linear initial-value problem.

$$\frac{dx(t)}{dt} = -c_x x + c_x \sin(at) + \cos(at) \quad t \in [0, 1]$$

(28)
with \( c_s = 20 \) and \( a = 6 \). The exact solution is given by
\[
x(t) = e^{-c_s t} + \sin(at)
\] (29)
which is shown in Figure 5 with a numerical solution. The equation was integrated by a third-order explicit Runge-Kutta method[6] and the classical 4th order Runge-Kutta method. Table 2 shows the result for the third-order method. The actual \( L_2 \) errors were computed in the same way as in the previous section, and \( L_2 \) was computed without the modification (26). We see that \( \mathcal{E}_2 \) estimates the actual error fairly well in the sense that their first digits agree except for \( N = 80 \). The rate of convergence of the relative error is 1.11 as we expected. For the fourth-order method, it is seen in Table 3 that the errors are estimated more accurately, for example the relative error is 8% for \( N_E = 20 \) while it is 33% for the third-order method. The rate of convergence of the relative error is 2.00 as we expected. We also applied the modified Euler’s method which is only second-order accurate. Including this, Figure 6 shows the plot of the convergence histories. As we expected, using a second-order method deteriorates the accuracy of the error estimate, and the relative error remains large for any grids.

3 Algorithm

In this section, we give a basic idea of the algorithm that generates a node distribution to produce a smooth piecewise linear approximation. It is based on an equidistribution property which is discussed below. The algorithm is described for a simple example.

3.1 Equidistribution

It is desired that the node distribution is determined such that the quantity \( \mathcal{E}_2(E) \) is minimized. But since a direct minimization seems rather difficult, we propose to place the nodes so as to equally distribute \( C_E \) over the elements, thus concentrating the nodes in the region of large \( \left| \frac{d^2x}{dt^2} \right| \) or equivalently equidistributing...
the local average error. We advocate this strategy also because of the following useful property. Suppose that we generated nodes such that \( C_E \) is equidistributed. Then we find

\[
\mathcal{E}_2^2(I) = \sum_{\{E\}} \frac{C_E^2 \Delta t_E}{120} = \sum_{\{E\}} \frac{C^2 \Delta t_E}{120} = \frac{C^2}{120} \tag{30}
\]

where \( C = C_E \) for all \( E \in \{E\} \). This shows that the global \( L_2 \) error becomes identical to the local average error on equidistribution grids. Also, more importantly, we notice that it provides us with a means to determine \( C \) for a desired \( L_2 \) or the local average error. This will be useful when we seek an approximation that gives a desired error. Thus this leads us to consider an algorithm that generates nodes such that \( C_E = C \) for every element to be generated. Note that the equidistribution implies a uniform spacing for quadratic functions whose curvature is constant.

At this point, it is not clear yet if the grid thus generated gives a better approximation than that with the uniform grid of the same size. To investigate this, we ask how the equidistribution affects the first variation of \( \mathcal{E}_2^2(I) \). For this purpose, without loss of generality, we may consider the case \( n = 1 \) with the exact nodal values. Suppose that we have successfully equidistributed \( C_E = \Delta t_E |\Delta f_E| \) over \( \{E\} \). We give a small perturbation \( dt \) to a node at \( t = t_j \). The first variation of \( \mathcal{E}_2^2(I) \) is then given by

\[
d\mathcal{E}_2^2(I) = \frac{1}{40} \left[ \Delta t_L^2 \Delta f_L^2 - \Delta t_R^2 \Delta f_R^2 \right] dt + \frac{1}{60} \left[ \Delta t_L^3 \Delta f_L - \Delta t_R^3 \Delta f_R \right] f^{(1)}(t_j) dt \tag{31}
\]

where \( f^{(1)} = df/dt \), and the subscripts, L and R, denote the elements that share the node \( j \). Note that the both sides are \( O(\Delta t^4) \), meaning that \( \mathcal{E}_2^2(I) \) and the gradient go down at the same rate. The first term vanishes by the assumption, and we have

\[
\frac{\partial \mathcal{E}_2^2(I)}{\partial t_j} = \frac{1}{60} \left[ \Delta t_L^3 \Delta f_L - \Delta t_R^3 \Delta f_R \right] f^{(1)}(t_j). \tag{32}
\]

Note that this shows that we achieve a minimum for a quadratic function because the equidistribution implies a uniform grid, and that it is a minimum of the true \( L_2 \) error because \( \mathcal{E}_2^2(I) \) becomes identical
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to the $L_2$ error for quadratic functions. Yet another interesting observation is that if $\Delta f_R \Delta f_L < 0$, i.e. nonconvex, the only way to achieve a minimum is to place $t_j$ at the inflection point of $x(t)$ where $f^{(1)}$ vanishes. Next we assume that $\Delta f_R \Delta f_L > 0$ and that $\Delta t_L \neq \Delta t_R$, and write, using the assumption of the equidistribution,

$$\frac{\partial \mathcal{E}^2_{tj}}{\partial t_j} = \frac{C}{60} \left[ (\Delta t_L)^2 - (\Delta t_R)^2 \right] f^{(1)}(t_j)$$

where $C = \Delta t_R \Delta f_R = \Delta t_L \Delta f_L$. It is clear that we cannot have a minimum in this case. However, if we replace $f^{(1)}(t_j)$ by a first-order finite difference approximation in each element, we obtain

$$\frac{\partial \mathcal{E}^2_{tj}}{\partial t_j} = \frac{C}{60} \left[ (\Delta t_L)^2 \left\{ \frac{\Delta f_L}{\Delta t_L} + \frac{f^{(2)}(t_j)}{2} \Delta t_L + O(\Delta t_L)^2 \right\} - \Delta t_R^2 \left\{ \frac{\Delta f_R}{\Delta t_R} - \frac{f^{(2)}(t_j)}{2} \Delta t_R + O(\Delta t_R)^2 \right\} \right].$$

By the assumption and also noting that $C$ is $O(\Delta t^2)$, we finally get

$$\frac{\partial \mathcal{E}^2_{tj}}{\partial t_j} = \frac{C}{120} \left[ (\Delta t_L)^3 + (\Delta t_R)^3 \right] f^{(2)}(t_j) + O(\Delta t^6).$$

Hence the right hand side is now $O(\Delta t^5)$, implying that a smaller gradient can be achieved by equidistribution and that the gradient goes down faster than $\mathcal{E}^{(t)}_{tj}$ does, implying that the error is closer to a minimum. Therefore, we conclude that the equidistribution grid give, if not minimum, a smaller error than the uniform grid of the same size.

### 3.2 Algorithm

Given a function $x(t)$ in $I$ together with its first derivative, we consider constructing a piecewise linear continuous approximation for a given error $C$ where $C$ is a desired local average error multiplied by $\sqrt{120}$. The nodal values are assigned simply by $x(t)$, and therefore the error estimates are second order accurate. Now the idea is to generate nodes successively starting from the initial point $(t_0, x(t_0)) = (0, x(0))$ such that $C_E = C$ over all the elements to be constructed. To generate the next node $t_{j+1}$ from $t_j$ which together define the element $E \in \{E\}$, we need to iterate for $t_{j+1}$ until we have

$$(t_{j+1} - t_j)\Delta f_E - C = 0.$$

where $\Delta f_E = f(t_{j+1}) - f(t_j)$. A good iteration formula is

$$f^{(k+1)}_{j+1} = t_j + \left[ \frac{C(t_{j+1} - t_j)^{p-1}}{|\Delta f^k_E|} \right]^\frac{1}{p}$$

where the superscript $k(\geq 1)$ indicates the number of iterations, $p$ is a positive real number. It is easy to show that (36) is satisfied at convergence. The role of $p$ is to damp an excessively large change, i.e. an extremely small $\Delta f^k_E$ which will occur when the iteration enters a region that is near an inflection point or where the curve is locally linear. Also the modification (26) will be effective to prevent the zero division. But if the curve is truly linear, i.e. $|\Delta f^k_E|$ as well as $\Psi_E$ are identically zero, any choice of $p$ or the modification (26) will not work. In this case, a practical tip is to add a small constant in the denominator, thus adding a small curvature $\delta$. Yet, a more sophisticated way to add the artificial curvature is to add the term in the following form.

$$\delta = \frac{C}{\hat{h}} \exp \left( -\lambda |\Delta f^k_E| \right)$$

where $\hat{h}$ is the desired spacing in the region where the curve is linear and $\lambda$ is a constant that controls the effect of the artificial curvature. This will, of course, destroy the error equidistribution property, but will not increase the error because its effect is to increase the nodes.
3.3 Properties of the iteration formula

For simplicity, we assume that the function in consideration is quadratic, which would be approximately valid locally in a small subdomain of nonquadratic functions unless the curvature is zero. We write (37) as

\[ \Delta t^{(k+1)} = Q^{1/p} (\Delta t^{(k)})^{1 - \frac{2}{p}} \]  \hspace{1cm} (39)

where

\[ \Delta t^{(k+1)} = t^{(k+1)}_{j+1} - t_j, \quad Q = \frac{C}{|\Delta f_E^{(k)}|/\Delta t^{(k)}}. \]  \hspace{1cm} (40)

For quadratic functions, \( \Delta f/\Delta t \) represents the constant curvature exactly, and therefore \( Q \) is constant.

Observe that for the choice \( p = 2 \), (39) becomes

\[ \Delta t^{(k+1)} = \sqrt{Q}. \]  \hspace{1cm} (41)

That is to say, the iteration is independent of \( k \) as well as the initial guess, and will converge at the first try for any initial values, producing uniform node distribution in \( t \). Of course, we then achieve the equidistribution.

\[ C_E^{(k+1)} = \Delta t^{(k+1)}|\Delta f_E^{(k+1)}| = \left\{ \frac{\Delta t^{(k+1)}}{Q} \right\}^2 C = C. \]  \hspace{1cm} (42)

In general, we have, for quadratic functions,

\[ \Delta t^{(k+1)} = \sqrt{Q} \left[ \frac{\Delta t^{(1)}}{\sqrt{Q}} \right]^{(1 - \frac{2}{p})^k}. \]  \hspace{1cm} (43)

It can be easily proved by induction that this satisfies (39). In terms of \( C_E \), we have

\[ C_E^{(k+1)} = \Delta t^{(k+1)}|\Delta f_E^{(k+1)}| = C \left[ \frac{\Delta t^{(1)}}{Q} \right]^{1 - \frac{2}{p}}. \]  \hspace{1cm} (44)

It is straightforward to show that for \( p > 1 \) we have

\[ \left| 1 - \frac{2}{p} \right| < 1 \]  \hspace{1cm} (45)

and \( C_E^{(k+1)} \) will converge to the limit \( C \), and that for \( p \geq 1 \) we find

\[ 1 - \frac{2}{p} \leq -1, \]  \hspace{1cm} (46)

and hence it will not converge. Therefore, the value of \( p \) must be greater than 1 for the iteration to converge. It is also important to note that it takes longer to converge with a larger \( p \) since \( \left| 1 - \frac{2}{p} \right| \to 1 \) as \( p \to \infty \). For nonquadratic functions with nonvanishing curvature, we therefore conclude that \( p = 2 \) give the fastest convergence which takes only one iteration provided the spacing \( \Delta t \) that achieves \( C_E = C \) is so small that the curvature is locally constant. For functions with inflection points, however, a large value must be assigned to \( p \) to make the iteration proceed as mentioned in the last subsection although this will make the iteration take longer in convex part of the function. Note also that the iteration will converge faster for smaller \( C \), i.e. smaller \( \Delta t \), since the function will behave more and more quadratically in the neighborhood of such a small subdomain.
4 Applications

4.1 Approximation of function and curves

In this section, we describe an algorithm to construct an accurate piecewise linear continuous approximation to a given curve in $\mathbb{R}^n$, with the equidistribution property. The curve is assumed to be parametrized analytically or by some approximation such as cubic splines. The main objective is to determine the distribution of the nodes in the parameter space such that the equidistribution is achieved. The results are however shown for the case $n = 1$ only.

4.1.1 Algorithm

Given an $L_2$ error, we compute $C$ such that $\mathcal{E}_2$ is equal to the specified error, and generate nodes successively starting from an initial point $(t_0, x_1(t_0), \cdots, x_n(t_0)) = (0, x_1(0), \cdots, x_n(t_0))$ such that $C_E = C$ for all the elements to be generated. The iteration formula for $t_{j+1}$, a generalization of (37) to $n$ dimensions, is

$$t_{j+1}^k = t_j + \left[ \frac{C}{C_E} \right]^{1/2} \left( t_{j+1}^k - t_j \right).$$

(47)

where $k$ indicates the number of iterations, $p$ is a positive real number and

$$C_E = (t_j^k - t_j) \left\{ \sum_{i=1}^{n} \left\{ \Delta f_{iE}^2 + \frac{16}{7} \Psi_{iE}^2 \right\} + \delta \right\}$$

(48)

The second term in the square root may be removed for strictly convex functions. If it is desired to have a uniform grid spacing $\bar{h}$ in the region where the curve is linear, we may set

$$\delta = \frac{C}{\bar{h}} \exp \left( -\lambda \sqrt{\sum_{i=1}^{n} \Delta f_{iE}^2 + \frac{16}{7} \Psi_{iE}^2} \right)$$

(49)

where $\lambda$ is a user-specified constant that limits the influence of this artificial curvature in the region where such correction is not desired. The first derivative $f(t)$ will be computed by a simple central difference formula,

$$f(t_j) = \frac{x(t_j + h) - x(t_j - h)}{2h}$$

(50)

with $h = 1.0E-5$. The initial guess is always set to be $t_j + (t_j - t_{j-1})$ assuming the curve is locally quadratic for $j > 0$, and to be 0.001 as a sheer guess for $j = 0$. The iteration is taken to be converged when

$$\left| \frac{C_E}{C} - 1 \right| < \text{TOL}$$

(51)

where TOL is set to be 1.0E-03, thus allowing 0.1% error. The process will be terminated when a new node exceeds $t = 1$. The node distribution in $I$ will be determined independently, and therefore the nodal values can be assigned by the given parametrization at the end of the node generation process. The algorithm is summarized as follows.

1. compute $C$ by $C = \sqrt{120} \mathcal{E}_{2(t)}$ for a desired error $\mathcal{E}_{2(t)}$;
2. set $t_{j+1} = t_j + (t_j - t_{j-1})$ ($t_{j+1} = 0.001$ for $j = 0$);
3. compute a new location $t_{j+1}$ by (47);
4. if (51) is not satisfied, go to 3;
5. if \( t_{j+1} < 1 \), go to 2 (Next node).

6. choose the node at \( t = 1 \): end of the node-generation process.

7. assign \( x(t) \) at all the nodes generated.

In the results that follow, the endpoint has been chosen as follows. The last node generated, the one that exceeds \( t = 1 \), will be moved to \( t = 1 \) if the size of the element defined by \( t = 1 \) and the previous node is greater than 20 % of its previous element size. Otherwise, the previous node will be moved to \( t = 1 \).

### 4.1.2 Results

We consider the case \( n = 1 \), i.e. approximation of functions in one dimension. Numerical tests were performed for the following four different functions.

(a) \( at + (1 - a) \left\{ 1 - e^{(-t/\epsilon)} \right\} / \left\{ 1 - e^{(-1/\epsilon)} \right\} \) with \( \epsilon = 0.04 \) and \( a = 0.6 \)

(b) \( a(t - 0.5)^2 - \frac{\epsilon}{4} (1 + 8 \epsilon t) + (1 + 2a) \left\{ 1 - e^{(-t/\epsilon)} \right\} / \left\{ 1 - e^{(-1/\epsilon)} \right\} \) with \( \epsilon = 0.01 \) and \( a = 3.5 \)

(c) \( \tanh \{20(t - 0.5)\} \)

(d) \( 10e^{(-10t)} + 20/(1 + 400(t - 0.7)^2) \)

(a) is a strictly convex function, and (b) has a single inflection point and also exhibits a large variation near \( t = 0 \). (c) is symmetric with a single inflection point in the middle, and (d) has two inflection points.

Examples (c) and (d) are taken from [2]. We set \( \delta = 0 \) for all the cases.

The results are summarized in Table 4 to 7 where \( E_{2(t)} \) is the specified \( L_2 \) error, \( N \) is the total number of nodes, \( noi \) is the arithmetic average of the numbers of iterations to find the next node, \( \| x - u \|_{L_2(t)} \) is the actual \( L_2 \) error computed by the five point Gaussian quadrature formula, \( L_\infty \) is the maximum of the local average error, i.e. \( L_\infty \left( \sqrt{ \| x - u \|_{L_2(t)}^2 / \Delta t_E } \right) \), and finally \( L_{2U} \) is \( L_2 \) error on a uniform grid of the same size. The approximations constructed are shown in Figures 7 to 10. The results confirm that the specified \( L_2 \) errors are accurately achieved except for Examples (a) and (b) where the actual \( L_2 \) errors are smaller than expected. This happens because of the violation of the equidistribution in the last element. Since the functions are almost linear near \( t = 1 \) in both cases, the placement of the last node is very likely to give a smaller error for the last element. Indeed, we found that if we excluded the last element when computing the error, the actual \( L_2 \) errors were very close to the specified values. \( L_\infty \) norm of the local average errors are compared with \( E_{2(t)} \). A good agreement can be seen for every case. Although the only \( L_\infty \) norm is given here, the values do not vary significantly over the elements, again except for the last element, due to the equidistribution. \( L_2 \) errors on the uniform grid of the same sizes are given.
Table 6: Example (c): $p = 8$.

<table>
<thead>
<tr>
<th>$\mathcal{E}_2(t)$</th>
<th>$N$</th>
<th>$n$</th>
<th>$| x - u |_{L_2(t)}$</th>
<th>$L_\infty$</th>
<th>$L_2U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0E-02</td>
<td>12</td>
<td>33.4</td>
<td>5.870E-03</td>
<td>1.042E-02</td>
<td>3.311E-02</td>
</tr>
<tr>
<td>1.0E-04</td>
<td>104</td>
<td>16.2</td>
<td>7.507E-05</td>
<td>1.001E-04</td>
<td>7.930E-04</td>
</tr>
<tr>
<td>1.0E-06</td>
<td>1026</td>
<td>8.7</td>
<td>8.899E-07</td>
<td>1.001E-06</td>
<td>8.026E-06</td>
</tr>
</tbody>
</table>

Table 7: Example (d): $p = 4$.

<table>
<thead>
<tr>
<th>$\mathcal{E}_2(t)$</th>
<th>$N$</th>
<th>$n$</th>
<th>$| x - u |_{L_2(t)}$</th>
<th>$L_\infty$</th>
<th>$L_2U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0E-01</td>
<td>25</td>
<td>10.5</td>
<td>9.483E-02</td>
<td>1.084E-01</td>
<td>3.685E-01</td>
</tr>
<tr>
<td>1.0E-03</td>
<td>234</td>
<td>6.4</td>
<td>9.978E-04</td>
<td>1.033E-03</td>
<td>4.627E-03</td>
</tr>
<tr>
<td>1.0E-05</td>
<td>2324</td>
<td>3.4</td>
<td>9.993E-06</td>
<td>1.003E-05</td>
<td>4.660E-05</td>
</tr>
</tbody>
</table>

Figure 7: Example (a). $\mathcal{E}_2(t) = 1.0E-04$.

Figure 8: Example (b). $\mathcal{E}_2(t) = 1.0E-02$.

for comparison purposes. In all the cases, it is seen that extra orders of magnitude reduction has been achieved. The number of iterations to find the next node is usually a few in locally convex regions, and more in the neighborhood of inflection points. As seen in Tables, the number of iterations decreases as the number of nodes increases as we expected. Note also that the number of iterations is large for a large $p$ which is consistent with our observation in the last section. We remark that the algorithm is so fast that it takes not more than two seconds to produce every result given here.

In some applications, it may be desired to capture the end point accurately. For instance, as shown in Figure 9, the function is symmetric with respect to $x = 0.5$ but the grid is not quite symmetric, and one might wish to have a symmetric grid. One way to do this is to apply a shooting technique such as the one proposed by Ketzscher and Forth[5] in a related context.

4.2 Numerical integration

The algorithm described in the last section was shown to be capable of producing a highly accurate piecewise linear approximation, with a specified $L_2$ error, to a known function. A byproduct is an accurate estimation of the integral of the function. But accurate prediction of the error cannot be made in this case, and only the upper bound of the error can be specified. The results show that the method gives errors lower than, but sufficiently close to, the specified upper bound for practical purposes.
4.2.1 Algorithm

Consider the Cauchy-Schwarz inequality[4],
\[
\left| \int_I g(t)h(t)dt \right| \leq \|g(t)\|_{L^2(I)} \|h(t)\|_{L^2(I)}
\]
(52)
where \(g(t)\) and \(h(t)\) are continuous functions in \(I\). Let \(g(t) = x(t) - u(t)\) and \(h(t) = 1\), where \(x(t)\) is a known function we wish to integrate and \(u(t)\) is a piecewise linear approximation to \(x(t)\), then we have
\[
\left| \int_I x(t)dt - u(t)dt \right| \leq \|x(t) - u(t)\|_{L^2(I)}
\]
(53)
which becomes, by (24),
\[
\left| \int_I x(t)dt - \int_I u(t)dt \right| \leq \mathcal{E}_{2(I)} \left[ 1 + \mathcal{O}(\Delta t^2) \right].
\]
(54)
The integral of \(u(t)\), that is easily computable by the trapezoidal rule, being our numerical approximation to the exact integral, the left hand side represents precisely the error of the integration. Then, the above inequality shows that the integration error is bounded by the \(L_2\) error estimate, \(\mathcal{E}_{2(I)}\), with a possible second-order error. Therefore, with the algorithm that can construct \(u(t)\) for a given \(\mathcal{E}_{2(I)}\), we can specify the upper bound of the integration error within the second-order truncation error. The resulting algorithm is an adaptive step-size control technique for the trapezoidal rule.

The algorithm is exactly the same as before except that the last node, i.e. the one that exceeds \(t = 1\), is always pulled down to \(t = 1\) to avoid an increase in the upper bound \(\mathcal{E}_{2(I)}\), and that the integration of the resulting piecewise linear function must be performed at the end of the process.

1. compute \(C\) by \(C = \sqrt{120} \mathcal{E}_{2(I)}\) for a desired error bound \(\mathcal{E}_{2(I)}\);
2. set \(t_{j+1} = t_j + (t_j - t_{j-1})\) (\(t_{j+1} = 0.001\) for \(j = 0\));
3. compute a new location \(t_{j+1}\) by (47);
4. if (51) is not satisfied, go to 3;
5. if \(t_{j+1} < 1\), go to 2 (Next node).
6. set \(t_{j+1} = 1\): end of the node-generation process.
7. assign \(x(t)\) at all the nodes generated, and compute the integral \(\int_I u(t)dt\).
4.2.2 Results

We consider numerically integrating over $I$ the four functions used in the last section. These functions can be integrated exactly over $I$, and therefore we can compute the actual errors of the numerical integration. The results are summarized in Tables 8, 9, 10 and 11 in which the actual integration error, i.e. the left hand side of (54), the upper bound we specified, and the number of nodes generated are shown from the left. For functions (a), (b), and (d), we see that the integrals are very accurately estimated with the errors that are smaller than but very close to the specified upper bounds, which demonstrate the effectiveness of the method. In the example (c), on the other hand, the errors were found to be always nearly two orders of magnitude smaller than the upper bounds, but this does not mean that we generated more nodes than necessary. This is a special case: by the symmetry of the function, a large part of the quadrature error cancel out. It is easy to show that a perfectly symmetric piecewise linear approximation gives the exact value of the integration (zero) for any number of nodes. The approximations constructed by the algorithm are, however, not perfectly symmetric (see Figure 9). Therefore, they do not give the exact value, but very small errors due to a large cancellation that still can occur.

4.3 Initial-value problems for ordinary differential equations

It is well-known that the solution of an $n \times n$ system of ordinary differential equations is a one-dimensional curve in $\mathbb{R}^n$ (or the so-called phase space) with its independent variable as a parameter. We consider approximating this curve by a piecewise linear continuous function. Although the methodology is basically the same as the previous, we now need to consider numerical schemes that produce the nodal approximation since the parametrization of the solution curve is not known.
4.3.1 Algorithm

We consider approximating the solution curve of an \( n \times n \) system of ordinary differential equations,

\[
\frac{dx(t)}{dt} = f(x, t)
\]  

(55)

where \( x(t) = (x_1(t), \cdots, x_n(t)) \) and \( f(x, t) = (f_1(x, t), \cdots, f_n(x, t)) \) with suitable initial conditions, by a piecewise linear continuous function,

\[
u(t) = (u_1(t), \cdots, u_n(t)).
\]  

(56)

Given a desired \( L_2 \) error, starting from the initial point \((x_1(0), \cdots, x_n(0))\), we are going to find the grid points successively by the node generation algorithm using the right hand side \( f \) to compute the first derivatives. The algorithm is exactly the same as before except that we need to compute the nodal values by a numerical scheme this time at every iteration for \( t_{j+1} \). The generation process will be terminated when a new node exceeds \( t = 1 \). The node closest to the end point will be moved to the end point.

The first choice of the scheme would be the classical 4th order Runge-Kutta method, which makes the error estimate second-order accurate. For smooth solutions, the method is expected to produce nodal values accurate enough for our purpose. However, for stiff problems, the scheme is not recommended because of its poor stability property. Our choice here is a two-stage 4th order implicit Runge-Kutta scheme of Gauss-Legendre type which is A-stable[8]. Note that A-stable methods does not necessarily imply high accuracy. Its accuracy depends on the step size; the node generation algorithm will play an important role in determining it. The algorithm is summarized as follows.

1. compute \( C \) by \( C = \sqrt{120} E_2(t) \) for a desired error \( E_2(t) \);
2. set \( t_{j+1} = t_j + (t_j - t_{j-1}) \) \( (t_{j+1} = 0.001 \) for \( j = 0 \);
3. compute \( u(t_{j+1}) \) by a numerical scheme;
4. compute a new location \( t_{j+1} \) by (47);
5. compute new solutions \( u(t_{j+1}) \) by a numerical scheme;
6. if (51) is not satisfied, go to 4;
7. if \( t_{j+1} < 1 \), go to 2 (Next node).

If it is known that the solution tends to become linear, including \( \delta \) will be effective as described earlier, producing a uniform grid in such a region.

4.3.2 Results

We first consider a scalar problem,

\[
\frac{dx(t)}{dt} = -c_s x + [0.3c_s - a \pi e^{-c_s t}] \sin(a \pi t) + 0.3 a \pi \cos(a \pi t) \quad t \in [0, 1]
\]  

(57)

with \( c_s = a = 5 \) and \( x_1(0) = 1 \). The exact solution is given by

\[
x(t) = e^{-c_s t} \cos(a \pi t) + 0.3 \sin(a \pi t).
\]  

(58)

Since this solution is smooth, we use the classical 4th order Runge-Kutta method for this problem. The modification (26) is not used here for simplicity, and \( \delta \) is also set zero. The results are summarized in Table 12, and a plot is shown in Figure 11. Although the improvement of the error over the uniform grids is not impressive, the desired errors have been achieved quite accurately for all the cases. As seen in Figure 11, the nodes are concentrated in the regions where the curvature is relatively large.
The second test case is a moderately stiff $2 \times 2$ system of equations taken from [6].

\[ \frac{dx_1(t)}{dt} = 998x_1 + 1998x_2 \]
\[ \frac{dx_2(t)}{dt} = -999x_1 - 1999x_2 \]

with the initial conditions $x_1(0) = 1$ and $x_2(0) = 0$. The exact solutions are given by

\[ x_1 = 2e^{-t} - e^{-1000t}, \quad x_2 = -e^{-t} + e^{-1000t}. \]

We will compute the solution up to $t = 1$. The nodal values are computed by the two-stage 4th order implicit Runge-Kutta scheme. As can be seen in Table 13, the desired errors have been achieved accurately for all the cases, and also nearly two orders of magnitude reduction of the error over the uniform grid can be seen. The numerical solutions and the exact solutions for $\mathcal{E}_{2(t)} = 1.0E-03$ are shown in Figures 12 and 13. We see that the generated grid is very smooth inside as well as outside the transient region. Figure 14 shows the exact solution(solid line) and the numerical solution(circles) in the phase space which we actually intended to approximate. It is clearly seen, as we expected, that more nodes are placed between...
Figure 13: The transient region of the solutions shown in Figure 12.

Figure 14: The numerical and exact solution curves in the phase space.

t = 0 and t = 0.005 where the arc length changes very rapidly with respect to t than those in the rest of the curve, and that the nodes are concentrated in the portion with large curvature near t = 0.005.

A final remark is on extremely stiff problems. The algorithm was tested for the scalar case with $c_s = 1.0\times 10^{10}$ and $E_2(t) = 1.0\times 10^{-1}$. We found that the method generated a few nodes in the extremely narrow transient region and about 700 nodes in the smooth region which are too many, but that the equidistribution was accurately achieved on that grid. It seems that this was caused by the large error in $f(u, t)$ produced by the product of $c_s$ and a small error in the solution $u$. In other words, the method seems to have achieved the equidistribution by adjusting not the step size but the solution. Further study is necessary on this problem.

4.4 Boundary-value problems for ordinary differential equations

In this section, we describe the application of the node generation algorithm to boundary-value problems for ordinary differential equations. It is well known that the problem can be transformed into two initial value problems via the shooting technique. Therefore our algorithm can be applied just as described in the previous section, but a slight modification is necessary.

4.4.1 Algorithm

We consider approximating the solution of the linear boundary-value problem,

$$\frac{d^2 x}{dt^2} - p(t)\frac{dx}{dt} - q(t)x = r(t) \quad t \in [0, 1]$$

with $x(0) = \alpha$ and $x(1) = \beta$, by a piecewise linear continuous function $u(t)$. We assume that $p(t)$, $q(t)$ and $r(t)$ are continuous in $I$ and $q(t) > 0$ in $I$. Then the problem has a unique solution[7]. It is well known that this unique solution can be written as

$$x(t) = x_1(t) + \frac{\beta - x_1(1)}{x_2(1)} x_2(t)$$

where $x_1$ and $x_2$ are the solutions of the following initial value problems [7].

$$\frac{d^2 x_1}{dt^2} = p(t)\frac{dx_1}{dt} + q(t)x_1 + r(t), \quad x_1(0) = \alpha, \frac{dx_1}{dt}(0) = 0 \quad (64)$$

$$\frac{d^2 x_2}{dt^2} = p(t)\frac{dx_2}{dt} + q(t)x_2, \quad x_2(0) = 0, \frac{dx_2}{dt}(0) = 1. \quad (65)$$
Therefore, each problem can be solved, rewritten as a first order system, by the algorithm described in the previous subsection. It is however important to notice that we are interested not in the solution curve of these systems but the solution of (62). That is to say, we want to use $f = dx/dt$ to compute $C_E$. It appears possible to compute $f$ during the integration of the initial value problems since we have from (63)

$$f(t) = f_1(t) + \frac{\beta - x_1(1)}{x_2(1)} f_2(t) \tag{66}$$

where $f_1 = dx_1/dt$ and $f_2 = dx_2/dt$ which are to be computed together with $x_1$ and $x_2$. However, it requires the knowledge of $x_1(1)$ and $x_2(1)$ which are available only after the integration. This leads us to a two-step method; first solve the initial value problems with $C_E = \Delta t_E \sqrt{\Delta f_1^E + \Delta f_2^E}$, and second repeat the computation with $C_E = \Delta t_E \sqrt{\Delta f_1^E}$. In the first step, the focus is on to approximate the solution curve in $(x_1, x_2)$ space accurately because we seek accurate values of $x_1(1)$ and $x_2(1)$. In the second step, we focus on approximating the solution of (62) as $f$ is now computable by (66). In general, the grids generated in the two steps can be quite different. The algorithm is summarized as follows.

1. compute $C$ by $C = \sqrt{120} \varepsilon_2(t)$ for a desired error $\varepsilon_2(t)$;
2. Apply the node generation algorithm to the two initial value problems (64) and (65) with $C_E = \Delta t_E \sqrt{\Delta f_1^E + \Delta f_2^E}$;
3. Repeat the step 2 with $C_E = \Delta t_E \sqrt{\Delta f_1^E}$.

4.4.2 Results

We consider the following linear problem.

$$\frac{d^2x}{dt^2} + \frac{1}{\varepsilon} \frac{dx}{dt} + \frac{n\pi}{\varepsilon} \left[ \varepsilon n \pi \sin(n\pi t) - \cos(n\pi t) \right] = t \in [0, 1] \tag{67}$$

with the boundary conditions $x(0) = 0$ and $x(1) = 1$, and $\varepsilon = 0.001$ and $n = 1$. Although $q(t) = 0$, there exists a unique solution given by

$$x(t) = \frac{1 - e^{-t/\varepsilon}}{1 - e^{-1/\varepsilon}} - \sin(n\pi t). \tag{68}$$

We use the two-stage 4th order implicit Runge-Kutta scheme again to integrate the equivalent initial value problems. As can be seen in Table 14, in which $noi_1$ is the average of the numbers of iterations at the first step and $noi_2$ at the second step, the specified errors are achieved accurately for each case. On the other hand, the errors on the uniform grids are significantly larger for each case and decrease very slowly as the grid is refined. The reason for the latter is that no grid points are placed inside the narrow region near $t = 0$ even with $N = 44$. Figures 15 and 16 show the exact solution and the numerical solutions obtained at the first and the second steps respectively, for $\varepsilon_2(t) = 1.0E-03$, where grid points are indicated by stars as before. It can be seen clearly that the two grids differ significantly. As mentioned earlier, this happens because in the first step we seek a good approximation to the solution curve in $x_1 - x_2$ space, not $x(t)$. Although $x_2$ does have a narrow region of nearly the same width near $t = 0$, its

<table>
<thead>
<tr>
<th>$\varepsilon_2(t)$</th>
<th>$noi_1$</th>
<th>$noi_2$</th>
<th>$|x - u|_{L_2(t)}$</th>
<th>$L_2U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0E-01</td>
<td>10</td>
<td>10.6</td>
<td>1.394E-01</td>
<td>5.043E-01</td>
</tr>
<tr>
<td>1.0E-02</td>
<td>17</td>
<td>10.1</td>
<td>1.105E-02</td>
<td>3.855E-01</td>
</tr>
<tr>
<td>1.0E-03</td>
<td>43</td>
<td>9.8</td>
<td>9.914E-04</td>
<td>1.518E-01</td>
</tr>
</tbody>
</table>

Table 14: The results for (67). $p = 5$. 
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magnitude is of the same order as that width. Therefore the method does not place many points in this region. At this stage, we found that \( \| x - u \|_{L_2(I)} = 3.310E-02 \); the prescribed error has not been achieved.

In the second step, this solution is magnified by the constant \( \frac{x_1(1)}{x_2(1)} \) which was found to be 996.8 after the first step, and therefore the narrow region becomes very important, thus making the method place many nodes within it. The iteration to generate each node took nearly 10 on average with \( p = 5 \). The choice of \( p = 5 \) was necessary for the iteration to converge near the infection point. In other regions, \( p = 2 \) is in fact sufficient and the iteration takes only one or two to converge.

Finally we remark that the method works for extremely stiff boundary value problems. We applied the algorithm to the case \( \varepsilon = 1.0E-10 \) with \( \mathcal{E}_2(I) = 1.0E-01 \) and \( p = 5 \). The algorithm generated 721 interior nodes, giving the error \( \| x - u \|_{L_2(I)} = 1.045E-01 \). The resulting grid looks almost identical to the one in Figure 16 outside the narrow region, but has many more nodes inside. This result is a total contrast to the one for a stiff initial value problem mentioned in the previous section. The reason for this success lies in the fact that the equivalent initial value problems are not really stiff and that the effect of the stiffness appears only in the constant \( \frac{x_1(1)}{x_2(1)} \) and does not affect the numerical solutions.

5 Conclusions and future work

A local and global \( L_2 \) error estimates have been derived for piecewise linear continuous approximations to one-dimensional curves in \( \mathbb{R}^n \). In fact, the local \( L_2 \) error can be computed easily for quadratic functions, but a new fact is that it estimates the error accurately for nonquadratic functions. The accuracy of the estimate has been verified: first- and second-order accurate with third- and fourth-order accurate nodal approximations respectively. Algorithms to construct smooth piecewise linear continuous approximations to one-dimensional curves have been devised based on the error estimates. The algorithm that generates nodes successively has been applied successfully to the approximation of functions, numerical integration, and both initial and boundary value problems for ordinary differential equations.

In this study, the value of \( p \) in the algorithm was fixed in the entire domain. Although very effective, it would be more efficient if it could be changed in such a way that a large value is assigned near inflection points or in a region where the curve is linear, and a small value is assigned elsewhere. This is because the larger the \( p \) is the more iterations it takes in convex regions. This would become an important issue when the method is applied to nonlinear stiff ordinary differential equations where the iteration is required for nodal values as well, and also for large scale problems for which the evaluation of the right hand side
is very expensive. Further study is necessary also for extremely stiff initial-value problems, concerning accurate evaluations of the first derivatives of the solutions, i.e. the right hand sides.
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